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Abstract: This paper proposed a new method, for solving the problem of identifying important aspects from 

numerous online customer review .Determining important aspects form number of review increase the usability of 

unstructured review. There are number of existing methods available for solving this opinion mining problem. 

But, existing approaches failed in focusing on determining product aspects which are specifically commented or 

clearly mentioned in customer review. Therefore, we proposed new method for task of identifying important 

aspect based on the concept of intrinsic and extrinsic domain relevance score. In this paper, we first identify 

aspects and, then calculate it’s intrinsic and extrinsic domain score. Aspects which are more relevant to the given 

domain yet not generic one tuned to be final aspects. Then, naive bayes classifier is used to determine opinion 

specified by reviewer on individual aspects Aspect ranking algorithm which is based on the concept of aspect 

frequency, opinion on aspect and relation between customer opinion on each aspect and it’s overall rating is used 

for ranking purpose. It is used to calculate individual aspect importance score and according to it’s importance 

score aspects are finally ranked. 
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I.   INTRODUCTION 

The web has become excellent way of writing anything about product or service that customer buy online. Different 

merchants website encourage customer to write feedback about their product or service. For example, “I like the iphone6, 

battery is good”. This reviews are in the form of unstructured and contains useful information. It is difficult to retrieve 

useful information manually.     

Customer express opinion on different kind of aspects of products, they write pros and cons about product. Aspects are 

attribute or component of aspect like battery, screen etc of product mobile. The number of review that product receives 

are increasing rapidly. It is difficult to retrieve useful information from such numerous reviews manually. There are 

number of methods for solving this opinion mining problem. The existing approaches fail in focusing extracting aspect 

which are specifically commented.  

In this paper we propose a new method for solving the problem of identifying important aspects. Proposed framework 

consist of three main task that are aspect identification, determining opinion on aspect and aspect ranking. 

Aspect identification is nothing but extraction of different aspects of product that are discussed by reviewer. Existing 

methods for aspect identification consider only given relevant domain ie, intrinsic while ignoring statistical distribution of 

aspect present in another irrelevant ie. extrinsic domain. For example, battery aspect mentioned frequently in given 

domain but rarely in culture or hotel domain. In our proposed method we identify aspects based on the concept of intrinsic 

and extrinsic domain score. First aspects are identified. Then intrinsic domain score and extrinsic domain score is 

calculated on relevant and irrelevant domain respectively. Domain relevance score is calculated based on two kinds of 

statistics, dispersion and deviation. Domain relevance score gives u how much aspect term is related to a particular 
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domain (either relevant or irrelevant domain).Dispersion measures how importantly aspect term is mentioned across all 

review documents and deviation gives how frequently aspect term is mentioned in a particular review document. Both 

dispersion and deviation are calculated using term frequency-inverse document frequency .Finally ,aspects whose intrinsic 

domain score is greater than predefined threshold value and extrinsic domain score less than another predefined threshold 

value are tuned to be final aspect. 

The next task of proposed framework is to determine opinion given by number of customer on different aspects. The 

opinion is either positive or negative. General enquirer dictionary is used to train the naïve bayes classifier. Then naïve 

bayes classifier is used to determine opinion on individual aspects ie. either positive or negative opinion. 

Aspect ranking algorithm is applied on different review to find out the importance of aspects. Important aspects are those 

aspects which are stronger contribution in generating overall rating. Aspect ranking is calculated by taking in account 

aspect frequency and the relation between opinion on each aspect and it’s overall rating. Finally, aspects are ranked 

according to it’s importance score.    

II.   RELATED WORK 

In this section, we present some of the existing research and related work in the aspect based opinion mining .Specifically, 

we investigate different techniques of aspect extraction, sentiment classification and aspect ranking. Several approaches 

have been proposed for aspect identification task, which can be divided into two category ie. supervised and 

unsupervised. The supervised approaches require training data it means it need manual work and need for training data. 

On the other hand, unsupervised technique provides two benefits that is domain independent and no need for training 

data.                                                                                                              

M. Hu and B. Liu [2]2004 proposed unsupervised method. They consider that product aspect are generally noun or noun 

phrases. NLProcessor linguistic parser is used to do part of speech tagging to determine syntactic structure of sentence 

that determines whether a word is noun, verb, adjective etc..Thus they identified noun or noun phrase which identified as 

aspect and   those aspects which are frequently commented by user finally determined. 

Hu and Liu [1] implemented the association rule mining. Association rule mining is a popular technique for extracting 

product aspects that is based on dependency patterns. This technique is further improved by Wei et al. [3] .In this paper, 

they used semantic based patterns for frequent aspects refinement and identification of infrequent features. This 

techniques provides relatively high recall as compared to the existing technique.          

Next task is sentiment classification it means determining semantic orientation on each aspect ie. Positive, negative or 

neutral. Sentiment classification is done at one of the three level: Document level, Sentence level and aspect level. 

Document level sentiment classification means determining sentiments expressed on individual document. 

Sentence level classification means determining sentiments at sentence level. Aspect level sentiment classification means 

identifying opinion given by individual reviewer on individual aspect.  

Mainly two approaches are used for sentiment classification that are lexicon based and supervised learning. Lexicon based 

methods are unsupervised and they depend on sentiment lexicon containing desirable and undesirable words .In contrast 

supervised method determine the opinion on aspects by using sentiment classifier. Different sentiment classifier are 

available like support vector machine, naive bayes classifier and maximum entropy classification. 

In this paper S. V. Bo Pang, Lillian Lee [3], reviews are divided into positive and negative category. Traditionally the 

document classification was performed on the topic basis.  

A Bayesian classifier [4] is a probabilistic framework which is used for solving sentiment classification problems. It is 

based on the definition of conditional probability and the Bayes theorem. It is a simple probabilistic classifier based on 

applying Bayes theorem with strong independence assumptions .This classifier assume that presence of particular feature 

class is unrelated to the presence of any another feature class. For example, a fruit is considered an apple when it satisfies 

properties like if it is red in colour, if it is in round in shape and if it is 4 in diameter. An advantage of the naive Bayes 

classifier is that it only requires a small amount of training data to estimate the parameters necessary for classification.     
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P.D.Turney[5]2002 proposed unsupervised method  to classify review documents as recommended(positive) and not 

recommended (negative) in. In this paper Point wise Mutual Information (PMI) and Information Retrieval (IR) algorithm 

is used to measure semantic orientation of word. 

Lina Zhou [6] investigated movie review mining using machine learning and semantic orientation. Supervised 

classification and text classification techniques are used in the proposed machine learning approach to classify the movie 

review. A corpus is formed to represent the data in the documents and all the classifiers are trained using this corpus. 

T. Wilson, J. Wiebe, and P. Hoffmann[7]2005 presented an approach to predicting contextual sentiments at the phrase 

level by applying machine learning techniques on a variety of feature factors. First they determine whether opinion 

expression is neutral or not. Then they distinguish sentiment polarity into positive, negative or neutral opinion  at phrase 

level.  

Jeonghee Yi et al., [8] proposed a Sentiment Analyzer to extract opinions about a subject from online data documents. 

Sentiment analyzer uses natural language processing techniques. The Sentiment analyzer finds out all the references on 

the subject and sentiment polarity of each reference is determined. 

Yongyong Zhail, Yanxiang Chenl, Xuegang [9] (2010) attempted to create a novel framework for sentiment classifier 

learning from unlabeled documents. The process begins with a collection of un-annotated text and a sentiment lexicon. An 

initial classifier is trained by incorporating prior information from the sentiment lexicon which consists of a list of words 

marked with their respective polarity. The labeled features use them directly to constrain model‟s predictions on 

unlabeled instances using generalized expectation criteria.  

Benjamin Snyder and Regina Barzilay[10] in this paper ,they implemented multiple aspect ranking using good grief 

algorithm. The good grief model consist of ranking model and the agreement model .The ranking model is used for each 

aspect and agreement model is used to find out whether or not all rank aspects are equal. Then good grief decoding 

algorithm predict a set of rank for each aspect. 

H. Wang, Y. Lu, and C. X. Zhai.[11] 2010 developed a latent rating regression  analysis model. Advantage of this 

method is that we are able to find out latent rating of each aspect from given text review and overall rating of product. 

First they find out major aspects by using bootstrapping based algorithm. They assume that overall rating is weighted 

aggregation of underlying rating on each aspect and it’s weight. Weight is nothing but the importance placed by customer 

on each aspect. Then latent regression analysis model is used to find out individual reviewer’s underlying ranking on each 

major aspect and the relative important weight on different aspects. Disadvantage of this method is that they concentrate 

on reviewer rating behavior analysis rather than on aspect ranking. 

III.   PROPSED SYSTEM 

In this section we present proposed system. The Following diagram shows implementation proposed system architecture. 

In proposed system, we can see that there are three main task that are aspect extraction using  IEDR algorithm, sentiment 

classification using naive bayes classifier and probabilistic aspect ranking algorithm. 

Customer online reviews are given as input to the system. For the task of aspect identification both intrinsic and extrinsic 

domains are considered. Firstly, parsing is carried out to find out syntactic structure of sentence. Then syntactic dependent 

rules are carried out to find out a list of candidate aspects. This candidate aspect list also contains invalid aspects. Domain 

relevance score is calculated based on two kinds of statistics, dispersion and deviation on both domain ie intrinsic domain 

and extrinsic domain. Domain relevance score gives you how much aspect term is related to a particular domain. First, for 

each extracted candidate aspect term weight is calculated by using term frequency inverse document frequency in 

particular review document. Then standard deviation and dispersion is calculated for each aspect term in given review 

document. Then deviation is calculated for aspect term in the domain. Then domain relevance score is calculated for each 

aspect by making use of standard deviation and dispersion. Finally, aspects whose intrinsic domain score is greater than 

predefined threshold value and extrinsic domain score less than another predefined threshold value are tuned to be final 

aspect. 

Then next task is to determine semantic expressed on extracted candidate aspect. Naïve bayes sentiment classifier is used 

to perform this task which classifies opinion specified on individual aspect is either positive or negative .Standard 

dictionary is used to train classifier. First opinion on individual review is find out depending on the number positive or 
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negative sentiment tern that particular review contains and then opinion on each aspect is find out depending on its 

positive or negative count. If positive count of particular aspect term is greater than negative count then positive label is 

assigned to aspect or negative label is assigned .In such way the opinion matrix is generated which indicates positive or 

negative opinion on each matrix  

Then next task is to calculate each aspect’s importance score. For this task, probabilistic ranking algorithm is used to find 

out the ranking score of various aspects of product from numerous review. The algorithm consider aspect frequency and 

take into account relation between the overall opinion and the opinions on specific aspects. Input to the ranking algorithm 

is, list of previously generated aspects and opinion matrix which indicates opinion on each aspect. Then weight for each 

review is calculated. Individual aspect weight is calculated by taking summation of all weights of reviews that contains 

particular aspect and divide that sum by number of reviews that contains particular. In such way, aspect weight that is 

nothing but it’s importance score is calculated and according it’s importance score aspects are finally ranked. 

IV.   RESULT 

In our scheme, text review are given input to the system. Then aspect which are more specific to the given domain and yet 

not generic aspect term are termed to be final aspect. Then opinion on aspects are determined and finally aspects are 

ranked. The figure 1 shows screenshot of proposed system The following figure 2 shows proposed method result  as 

compared to the existing method by making use of F1 measure  as well as ranking result shown in figure 3. 

 

Fig 1.Proposed System Implementation 

 

Fig 2.Asppect Identification Result 

 

Fig 3.Aspect ranking Result 
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V.   CONCLUSION 

In this paper we develop a new approach for ranking product aspects. Our proposed method is used both extrinsic and 

intrinsic domain score while generating a list of valid  aspects. Then intrinsic(relevant) greater than threshold value  and 

extrinsic(irrelevant) domain score less than another threshold value is termed to be final aspects..Naive bayes classifier 

classifies opinion on each aspect. Ranking algorithm generate a list of ranked aspects according it’s importance. Result 

shows that proposed system gives accurate output as compared to the existing approaches. For future work, study should 

be made to identify non aspects and implicit aspects. 
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